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Summary

This paper proposes a class ofestimators of K and B wider as well as more
efiBcient than those considered by Srivastava, Jhajjand Sharma [5] using auxiliary
information on a character x. An empirical investigation is given at theend.
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Introduction and Notations

Ratio type estimators have been very, widely used for estimating the
population mean Y of the study variable y using information on an
auxiliary variable jjc.^mong others, Srivastava [4] has defined a large
class of estimators Y. The optimum values of the parameters used were
dependent upon K= pCyj Ca only. All the estimators belonging to this
class of estimators, thus, involved K which is a function of population
parameters. When the value ofKis unknown, then it is required to be
estimated from the given sample. Reddy [3] has also shown the stability
ofK than the linear regression coefficient B — SxvlSg in repeated
surveys. Thus, the estimation ofKand Bhave independent importance
in sample surveys.

Let K= (1, 2 iV) be a finite population of N units and y be the
' study variable defined on Vtaking the value yi for the ith unit of
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r (1 < / < N). Let Xbe an auxiliary variate correlated with y, taking
the value a:/ on the units (I < i < information on which is available
in advance. -

Let us assume that we draw a S.R.S. of size n from V. For simplicity
let us assume that N is large as compared to n so that the finite popula
tion terms are ignored. Then write

- 9 1^ * ly. I

We have £(eo^ = E(z) = £(S) = ^ (vj) = 0.

E{zl) = n-^ Cl, £(s«) C|, EM = p e,e«, E{zl) =

£(eoS) = n-» Aja. £(soYi) = C, E(z-q) = „-i C« ^
P P

and upto terms of order n~^

£(8S) = (A„, - 1), E(r^) =n-' " 0

W =n-^( ^ - 0
Srivastava, Jhajj and Sharma [5] considered the following three esti

mators of ^ as

f X Sxv r ^ J j. ^
- IT'" 7 3" " T ^

/

and MSEs of these estimators are given by

MSE [ki) = Cy + C| 2 pCj^.Gs —2 Aj3 Ca + 2 ^13 Ctf + Ajj

• I A22 . 2A,2 _ 2Aa, 2A
na ;r~ vi; —

IS

p J

MSE (A:,) =
,K*

n
Ci + 2A,3 C. + A,i + ^Cy -

, P P P J
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aad MSE (A:,) = Cl- I + - 2-^ C,
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Also they consider the two estimators of the population regression
coefladent

^1=-^ andfc2 =-^

and MSEs of these estimators are given by

MSE(^) =-f^(A„- •

and MSE(6a)= )̂

c
Improved Estimators of £' = p

Ca;..

The three estimators of K are

S 5x1/
kii

Sf 4 \{iy

and ^33 = ~
•

where A.(.) is some parametric function such that A(1) = 1 and satisfy
some regularity conditions.

Now All can be written as

^11 =-y ^ [1 —So - S+•>) +e+e|.+ So s- eoiQ —Sy) —Ej e
_eS +sti + 8«+ [1 +~e/ii(l)] ;

.= [1 —Sj — 8 + 7) + s + 6^ + Sj S —sj Tj—St) — s, s — eS + sy)

+ 8» + sA, (1) - (1) + e-/) Ai (1),+ . ]
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Taking expectationand using the results from previous.'section, we get

E{kr^) = K+0(n-')

and MSEs upto terms of order are given by

M (kn) = E [kii - K]*

= Cl~ 2? CyCx -2 Ao3 Co, + 2 C„ + A„, +

2^1 a ^ ^"21 ^
L/jb Uj/ —

2^, 2A] 3
Cx + — 9Cy — Agg

= MSB {k,) - ^ C. + ^ - PC„ - Ao3

where hi (1) =
Cx + — P Cv — A(i

Similarly it is easily found that the bias of k23 and /cgg are of order n"*
and their mean squared errors upto order n~^ are given by

K' f ^^2 -X V
P *^03 1 »MSE(A:«)= MSE(A:,) - p

(^ - PG- A„3 )
where (1)

and MSB (fcss) =MSB {k^) - ^ " P J

i'-rwhere Ai (1) p.

Improved Estimators of 5 =

The improved estimators of £ are

'(f)- '-"-l-Hf)'
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and proceeding as in previous section, obtain the MSEsof fin and 6ja
given by

MSE (4.,) =MSB (W - ^ ^

where hi (1) = . ^

and MSB (fejj) = MSB (fij -

where, h (D = -
p̂C«

_^2

The efficiency comparisons of proposed estimators of K and B with,
the existing estimators are obvious from their MSEs expressions.

Numerical IlIustratioD

For the purpose of numerical illustration of two populations described
in Table 1 are taken ih'^the study. In Table 2, the MSEs (upto terms of
order n~^) of the estimators ki and bi are compared, respectively, with
the class of estimators ka and for i = 1, 2, 3.

TABLE 1 — DESCRIPTION OF POPULATIONS

Sr. Source y X P Cy
'No.

1. Horwitz No. of Eye - 0.8662 0.4264 0.3889

and household estimate

Thompson ofy

- [1]

2. Murthy Area under Area tinder 0.9773 0.6187 0.5664

12] wheat wheat

p. 399 (1964) (1963)

Vill: 1-10
\



ll6 Journal of the moiAN society of agricultural STAxisTics

TABLE 2-MSEs OF Ai, ftji, 6,-and FOR / = 1, 2, 3
- UPTO TERMS OF ORDER n''-

1/n X MSEof
Popu- ki kix ^2 ^22 kz bi bit
lation

No.

1 0.3026 0.1767 0.5194 0.0049 1.3053 1.2325 0.6058 0.5262 2.0098 1.7901

2 0.0411 0.0409 0.3530 0 0020 1.4054 1.2595 0.0921 0.0904 1.9256 1.0392
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